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Abstract— In recent years, natural, flexible, and contactless
vision-based gesture recognition has received significant attention
in human-computer interaction. However, employing convolu-
tional neural networks (CNNs) for RGB or RGB-D gestures can
result in excessive power consumption and poor energy efficiency,
making them unsuitable for embedded systems. In this paper,
we propose a lightweight sparse binarized neural network (sBNN)
model for edge gesture recognition that achieves an accuracy
of 89.43%-99.92% on four open-source gesture datasets with
≤20.26 million operations (MOP) and ≤15.83-Kilobytes (KB)
parameters. We find high channel-level sparsity in the activation
maps of sBNN when edge gestures are used as inputs. The
sparse activation maps have multiple identical activation vectors
called sparse activation vectors (SAV), which lead to highly
repeated calculations. In order to avoid this issue, we propose a
two-stage value prediction approach to skip these calculations,
achieving a speedup of 1.03x-1.83x. Moreover, to reduce on-chip
memory, the compression technique is applied to the sparse
activation maps, providing a compression rate of 1.72x-3.45x.
Finally, we implement an energy-efficient sparse BNN accelerator
(SBA) on an embedded field-programmable gate array (FPGA).
The experimental results show that our SBA has a latency of
26.3-46.8-µs, a power consumption of 0.807 W, and an energy
efficiency of 536.22-952.70-GOPS/W at 50-MHz frequency. Our
SBA offers lower latency, lower power consumption, and higher
energy efficiency than previous state-of-the-art gesture recogni-
tion accelerators.

Index Terms— Gesture recognition, sparse BNN, compression
technique, value prediction, FPGA.

I. INTRODUCTION

GESTURE recognition [1], [2] is crucial to
human-computer interaction, offering non-contact,

long-distance, and flexible advantages which have various
applications in smart homes, virtual reality, augmented reality,
and more. Gesture recognition methods can be classified into
sensor-based and vision-based methods. While the sensor-
based method [3], [4] has been extensively studied, it is either
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uncomfortable to wear or vulnerable to environmental effects.
In contrast, the vision-based method [5], [6] uses RGB or
RGB-D images for gesture recognition. Traditional machine
learning algorithms are easily influenced by environmental
conditions, while convolutional neural networks (CNN) are
emerging as powerful tools for gesture recognition due to
their superior learning capability and broad applicability. For
example, using an embedded CNN model, Wang [7] achieves
a recognition accuracy of 99.96% for RGB-D American Sign
Language (ASL) [8]. Moreover, Lu [5] demonstrates that
even four binarized gesture edges can achieve high accuracy
with a CNN model. As we know, the hardware’s energy
efficiency negatively correlates with the number of parameters
and computations. In contrast, accuracy and classification
quantity positively correlate with the number of parameters
and computations. CNN models typically employ numerous
parameters and extensive calculations, resulting in high
latency and low energy efficiency, making them unsuitable
for embedded systems.

As a similar structure to CNN, binarized neural networks
(BNN) [9] implement convolution operations with XNOR-
Popcount instead of multiply-accumulate (MAC), achieving
high energy efficiency at the cost of reduced precision.
However, most BNN studies for gesture recognition [10]
have focused solely on RGB images. The MAC convolution
operations in the first layer of the BNN entail additional
resource overhead and power consumption. To address this
issue, binarized gestures [11], with insignificance texture
information and important gesture edges, have been used. In
this paper, we apply binarized sparse edge gestures (SEG) as
input after removing the internal texture information. During
forward inference, we have the insight that taking SEG as
input leads to channel-level sparse activation maps (SAM),
which contain many repeated constant vectors along the
activation maps’ channel dimension. These repeated constant
vectors in activation maps, called sparse activation vectors
(SAV), can be predicted to skip calculations and compressed
to reduce data storage. In CNN, a significant number of input
values are constant (zeros), and their corresponding partial
sums do not contribute to the final result [12], [13]. However,
in BNN, where input values are limited to −1 or +1, all
partial sums are non-negligible. Fortunately, because of the
sparsity brought by SEG, a large number of SAVs can be
predicted to skip repeated calculations.
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The large number of SAV in the activation maps provides
opportunities for further improvements in the energy efficiency
of BNN. With many convolution results that can be predicted,
we explore the value prediction approach’s role in addressing
repeated calculations in sBNN. Value prediction approaches
are often employed in general-purpose processors to solve
the computational burden resulting from a significant number
of repeated calculations [14]. Given that many SAVs can be
predicted in the sBNN model, we introduce a value prediction
approach in the calculations of sBNN to skip repeated calcu-
lations, speed up calculations, and improve energy efficiency.
Additionally, compression and decompression method are also
introduced into the calculation of sBNN to reduce data storage
and power consumption.

In this paper, we propose a lightweight sparse BNN
(sBNN) model for binarized SEG recognition. Because of
the sparsity of SEG, there are many channel-level SAVs and
repeated calculations. We introduce two-stage value prediction
to accelerate our sBNN model and SAM compression and
decompression for competitive energy efficiency. Contribu-
tions to our study are summarized as follows:

1) An SEG recognition algorithm with a lightweight
sBNN model, which has the advantages of a low
number of parameters, low computations, and high
accuracy for four open-source gesture datasets. It has
≤15.83 Kilobyte (KB) parameters, ≤20.26 million oper-
ations (MOP), and 89.43% - 99.92% accuracy for
gesture datasets.

2) Energy-efficient approaches for sBNN, including a
two-stage value prediction and a channel-level sparse
activation maps compression and decompression. The
energy-efficient two-stage value prediction approach can
skip repeated calculations to speed up sBNN computa-
tion and reduce power consumption. The channel-level
sparse activation compression and decompression can
reduce the required data storage.

3) A novel real-time sparse BNN accelerator (SBA) based
on the Genesys2 board, which has a latency of
26.3 - 46.8 µs, a power consumption of 0.807 W, and
an energy efficiency of 536.22 - 952.70 GOPS/W at
50 MHz frequency.

The remainder of this paper is structured as follows.
Section II provides a review of related work on gesture recog-
nition. Section III describes the proposed SEG recognition
algorithm. Section IV presents energy-efficient approaches for
sBNN. Section V presents the hardware implementation of
SBA. Finally, Section VI provides a conclusion.

II. RELATED WORK

As mentioned in Section I, gesture recognition can be
achieved through sensor-based or vision-based. The vision-
based methods use various types of input data such as
RGB-D images, RGB images, depth images, or extracted
features from these images. Based on feature extraction or not,
we categorize the vision-based methods into feature extrac-
tion and classification methods and end-to-end classification
methods.

A. Sensor-Based Methods

The sensor-based methods can be further divided into two
types: wearable sensors and radar sensors. Wearable gloves
[15] containing multiple sensors have been studied extensively
in gesture recognition. In [16], a gesture recognition glove
based on charge-transfer touch sensors is developed and used
to recognize gestures for the numbers 0-9 and 26 English
alphabets. However, while gesture recognition based on wear-
able sensors can achieve high precision, it is limited to sports
and provides a poor wearing experience. In the last decade,
radar sensors have garnered increasing attention for gesture
recognition. Zhang et al. [17] achieve high recognition rates
of 96% by using frequency-modulated continuous waves to
classify dynamic continuous gestures. However, radar waves
may be lost during transmission or absorbed by environmental
objects, leading to a poor recognition effect.

B. Vision-Based Methods

1) End-to-End Classification Methods: In the end-to-end
classification methods, gesture recognition is achieved by
directly processing the original input image. For example, Gar-
cia [18] uses GoogLeNet [19] architecture to recognize RGB
American Sign Language (ASL) fingerspelling with over 90%
accuracy. Visual devices such as Kinect [20] and Leap Motion
Controller [21], which use depth cameras, have become popu-
lar in gesture recognition. The dual-path depth-aware attention
network [22] has been proposed to recognize RGB-D ASL
to improve accuracy. However, the end-to-end methods are
computationally-intensive and parameter-intensive, resulting in
increased power consumption and delay for embedded systems
as the CNN models become more complex with more detailed
input images.

2) Feature Extraction and Classification Methods: In the
field of gesture recognition, feature extraction is crucial. Ges-
ture features are extracted to reduce information and improve
classification accuracy. One commonly used method is gesture
segmentation, which separates gestures from the background
based on attributes such as color, depth, and edge. Huang
et al. [23] segment the RGB hand region based on skin color
and gesture contour and recognize 10 number gestures with a
CNN model, achieving 98.41% accuracy. Depth can effectively
handle illumination issues. The Kinect contains information
about the human skeleton, and Wang et al. [7] utilize the
Kinect skeleton tracking system to separate the RGB-D gesture
for embedded CNN recognition, achieving 99.96% accuracy
on the ASL dataset. It is true that segmented gestures achieve
good recognition results, but the redundant information in
the segmented gestures still results in high parameters and
calculations.

To remove redundant information in segmented gestures,
several studies have achieved effective recognition results by
further extracting segmented gestures. For example, in the
study by Lu et al. [5], the four sides of the segmented
gesture are taken as input for a two-layer CNN, achieving
a recognition accuracy of 90.3% for six static gestures. The
combination of these static gestures results in 24 dynamic ges-
tures. However, this method just suitable for simple gestures.
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Fig. 1. The proposed sparse edge gesture recognition algorithm. After pre-processing, sparse edge gesture images can be extracted. A lightweight sparse
BNN architecture is proposed for sparse edge gesture classification. (a) The RGB gesture images, (b) the depth gesture images, (c) the binarized gesture
images, and (d) the sparse edge gesture images.

Abdulhussein et al. [24] apply the SEG image that is the
segmented gesture’s outline as input for recognition using
a 4-layer CNN, which achieves an accuracy of 99.3%
on recognizing 26 ASL gestures with many computations
and parameters. However, most gesture recognition meth-
ods are limited to the CNN recognition models, which
are computation-intensive and parameter-intensive, leading to
energy inefficiency. Our goal is to develop a low-parameter,
low-computing algorithm for SEG images with high accuracy
and build an energy-efficient gesture recognition accelerator
for embedded systems with low latency.

III. PROPOSED SEG RECOGNITION ALGORITHM

Figure 1 depicts the proposed SEG recognition algorithm.
The algorithm comprises two main blocks: pre-processing
and a lightweight sBNN architecture. For SEG recognition,
we employ four general-purpose open-source gesture datasets,
namely, RGB-D gesture dataset (RGBDGES) [25], [26], RGB-
DASL [8], RGBASL [27], and GRAYASL [28]. SEG images
are generated through pre-processing, which includes gesture
segmentation and edge detection. To recognize SEGs, we pro-
pose a lightweight sBNN architecture. The SEG images are
cropped and input to the lightweight sBNN architecture for
gesture recognition. The recognition results are then converted
into text and displayed. In addition, we introduce channel-level
SAV in sBNN according to the sparsity of the SEG input
image, and we adopt SAV padding to increase the number
of SAV. The detailed functionalities of each block will be
described in the following subsections.

A. Pre-Processing

Several CNN models employ RGB-D, depth, or RGB
gestures to achieve high recognition performance, increasing
power consumption in embedded systems. In contrast, our
experiments demonstrate that gesture shape, as a distinguish-
able feature of gestures, can meet recognition requirements
for a wide range of gesture recognition tasks. Figure 1 (d)
displays SEG images from various datasets. Due to their 1-bit
and sparse properties, SEG images reduce the computations
of the sBNN model during forward inference. We conduct

Fig. 2. The operations of pre-processing.

Fig. 3. Our sparse BNN architecture with a kernel size 3 × 3 for all filters
for sparse edge gesture classification.

gesture segmentation to generate binarized gestures. For the
RGBDGES and RGBDASL, the gesture segmentation is based
on depth gestures, and the hand closest to the camera is
prioritized. For RGBASL, skin color detection algorithms are
used for gesture segmentation. For GRAYASL, gesture seg-
mentation is already completed. After gesture segmentation,
the edges of the binarized gestures are extracted using the
edge detection method to generate SEGs.

As shown in Figure 2, we use an RGB-D image to illustrate
the four steps in the pre-processing stage: skin color/depth
detection, segmentation, median filtering, and finding contours.
Initially, skin color/depth detection extracts the gesture area
by either analyzing the skin color distribution within the
color field or relying on the principle that the gesture is
closest to the acquisition device. Then, all of the subsequent
steps contribute to the generation of a sparse edge gesture.
In addition, gesture recognition pre-processing usually occurs
on the acquisition device to avoid high data storage and
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TABLE I
THE DETAILED ARCHITECTURE OF THE SBNN MODEL

FOR GESTURE DATASETS

handling costs in hardware accelerators. Many acquisition
devices integrate various image processing operations and
provide unique processing application programming inter-
faces, providing more powerful and diversified pre-processing
methods. In our demonstration system, we utilize a PC to
emulate the pre-processing operations typically performed by
the acquisition device for input gestures. The post-processing
gesture is streamed in real-time to the Genesys2 board through
HDMI.

B. Lightweight sBNN Architecture for SEGs Classification

Figure 3 illustrates the proposed lightweight sBNN architec-
ture. To accommodate the binary nature of the SEG image, the
first convolutional layer of sBNN employs a binary convolu-
tional (BConv) layer instead of the MAC convolutional layer.
Specifically, the 1st, 2nd, and 3rd BConv layers have 16 output
channels of a kernel size 3×3 with stride 1, 32 output channels
of a kernel size 3 × 3 with stride 1, and 64 output channels
of a kernel size 3 × 3 with stride 1, respectively. Moreover,

a binary fully connected (BFC) layer followed by a PReLU
activation layer and a batch normalization (BN) layer, with
a size of 4096, is also included in sBNN. Each BConv
layer is followed by an absolute (abs) activation layer and
an average pooling layer (avgpooling) with a kernel size of
2 × 2 and stride 2. In addition, the BN layer, PReLU layer,
and binary HardTanh activation (BinaryTanh) layer are applied
to the outputs from the avgpooling layer. The BinaryTanh
layer binarizes the output activation maps, which become the
next layer’s input activation maps. All convolution calculations
are performed with XNOR-Popcount. Table I shows that
the sBNN model incorporates several BConv and avgpooling
layers with specific layer sizes and dimensions.

Benefiting from weight and activation constraints of +1
and −1, sBNN models can replace MAC operations with
XNOR-Popcount operations by binarizing both the weights
and activations using the sign function, where

sign(x) =

{
1, if x ≥ 0
−1, if x < 0.

(1)

During forward inference, the sBNN model undergoes sev-
eral calculation processes, including the BConv layer, the abs
activation layer, the avgpooling layer, the BN layer, the PReLU
layer, and the binary HardTanh activation layer, which are
executed in the following sequence

YBConv = sign(I) ⊙ sign(W),

Yabs = abs(YBConv),

Yavgpooling =
1

|Ri j |

∑
(p,q)ϵRi j

(Yabs)pq ,

YB N =
Yavgpooling − µ

√

σ 2
γ + β,

YP ReLU =

{
YB N , ifYB N > 0
αYB N , ifYB N ≤ 0,

YHardT anh =


1, if YP ReLU > 1
-1, if YP ReLU < −1
YP ReLU , otherwise,

Ybinari zed = sign(YHardT anh), (2)

where ⊙, Ri j , |Ri j |, i and j represent the XNOR-Popcount
convolution operations, avgpooling array, the number of
parameters in avgpooling array, width and height of avgpool-
ing array, respectively. Additionally, I, W, and Y represent the
input activation maps, the weight data, and the output activa-
tion maps. As the parameter α in the PReLU activation layer
is typically greater than 0, it does not impact the sign of YB N
and can be excluded during forward inference. Likewise, the
HardTanh activation layer can also be disregarded. Therefore,
Ybinari zed is solely determined by the sign of YB N .

To reduce MAC computations, the BN layer can be further
optimized by converting the MAC operation into a comparison
process [29]. It is essential to extract the comparison thresholds
for the BN layer. The BN layer’s parameters are known in
the forward inference, and its calculations for each output
channel can be viewed as a linear function. The comparison
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Fig. 4. The processes of generating output sparse activation vector and
effective activation vector. (a) In the BConv1 layer, the output sparse activation
vector and effective activation vector are generated by the 3 × 3 inputs filled
with only -1 and at least one +1, respectively. (b) In the BConv2 layer, the
output sparse activation vector and effective activation vector are generated
by the 3 × 3 inputs filled with only input sparse activation vector and at least
one input effective activation vector, respectively.

threshold for each output channel, which is the result of
the linear function equal to zero, can be pre-calculated and
called T hB N . The PReLU activation and BN layers after BFC
require MAC operations to obtain the final classification. The
detailed architecture of the sBNN model for gesture datasets
is presented in Table I, where C is the channel, H is the
height, and W is the width. The lightweight sBNN architecture
achieves high recognition accuracy with a small number of
parameters and operations. For example, the sBNN model
attains 95.34% accuracy with only 20.25 MOP and 14.83 KB
parameters for the RGBDASL dataset.

C. Channel-Level Sparse Activation Vectors

The sparsity of the SEG image causes a significant number
of pixels to be set to −1, resulting in numerous 3 × 3 blocks
containing only −1 values. When the 3×3 block is convoluted
with the weights in the BConv1 layer, the output of each
channel remains constant during forward inference due to the
known input and weight data. As shown in Figure 4 (a), the
BConv1 layer has 16 output channels with a kernel size of
3 × 3, producing 16 invariant constants when a 3 × 3 input
is filled with only −1 values. After the abs, avgpooling,
BN-PReLU, and BinaryTanh layers, the results whose size is
1 × 1×16 are named output SAV. The high number of 3 ×

3 inputs filled with only −1 values in the SEG image generates
numerous SAVs in the BConv1 layer. Other output vectors that
differ from SAV are called output effective activation vectors
(EAV), whose corresponding input is a 3 × 3 block with at
least one +1 value. When used as input at the next layer,
the output SAV and EAV will become the input SAV and
input EAV.

Fig. 5. Sparse activation vector padding replaces the zero padding to increase
the proportion of sparse activation vector in ifmaps.

Fig. 6. Two types of predicted values are obtained during offline value
prediction.

Figure 4 (b) illustrates that the BConv2 layer has 32 output
channels of a kernel size 3 × 3, producing a new output
SAV when a 3 × 3 input is filled with only input SAV. The
size of the output SAV is 1 × 1×32. In contrast, a new
output EAV is generated when the 3 × 3 input of this layer
includes at least one input EAV. Since the input activation
maps exist numerous SAVs in the BConv2 layer, output SAV
also occupies a higher proportion in output activation maps.
Similarly, for the BConv3 layer, the output SAV is generated
by a 3 × 3 input filled with only input SAV. It should be
noted that the SAV sizes are inconsistent across layers, with
1 × 1×16, 1 × 1×32, and 1 × 1×64 in the 1st, 2nd, and 3rd
BConv layers, respectively. During forward inference, the SAV
of each layer can be predicted directly.

The SAV can be predicted in advance and has a high
proportion in activation maps, allowing hardware design to
skip calculations and compress data. Increasing the pro-
portion of SAV in the input activation maps will improve
the data-compression effect and calculation-skipping amount.
Based on the computation process and the generation principle
of SAV in the entire sBNN, we find that using SAV padding
can introduce a higher proportion of SAV and more repeated
computations to the input activation maps of each layer.
Besides, zero padding is currently the most used padding
method in BNN and produces the most potent recognition
effect. However, it introduces ternary calculation (−1, 0, +1)
to the convolution computation, complicating the BNN con-
volution computation. SAV padding can solve this problem
because all values in SAV are either −1 or +1.

As shown in Figure 5, we utilize the input SAV of each
layer as SAV padding, which increases the proportion of
SAV in each input activation image. SAV is a channel-level
highly repetitive special vector which is a collection of special
elements in each channel. The SAV padding of each input
channel is the sparse element of that channel. In addition,
SAV padding is added during training and constantly updated
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TABLE II
THE PROPORTION OF SAV AT EACH BCONV LAYER AND ACCURACY FOR VARIOUS DATASETS

Fig. 7. Prior distribution map is generated by predicted sparse activation
vector.

Fig. 8. A 4×4 prior distribution map block, obtained by a 4×4 convolution
window slides with a stride of 2 on the prior distribution map, can be divided
into four 3 × 3 prior distribution map blocks.

once weights are adjusted. During sBNN training, calculations
are divided into forward calculation, reverse calculation, and
weight updating. As the weights are constant values in the
forward calculation, the SAV padding for each layer will
temporarily remain the same. When the 3 × 3 SAV is used as
an input block, the generated output SAV will be employed as
SAV padding for the next layer. In addition, the SAV padding
value of each channel is a random number (+1 or −1), which
is changed when the weights are updated.

Table II illustrates the proportions of SAV in each BConv
layer and accuracy for each dataset with zero padding and
SAV padding. The SEG with the highest edge count, called the
largest edge gesture (LGE), and the SEG with the lowest edge
count, called the smallest edge gesture (SME), represent the
maximum and minimum edge counts, respectively. Compared
with zero padding, SAV padding brings a significantly higher
proportion of SAV to the input activation map of each layer,
with only a minor trade-off in accuracy. The increase in
SAV proportion will bring better compression and acceleration
effects to the sBNN hardware.

TABLE III
COMPARISON WITH STATE-OF-THE-ART METHODS

ON THE RGBDASL DATASET

D. Network Evaluation

To achieve an energy-efficient gesture recognition acceler-
ator, we make a trade-off between accuracy and parameter-
computation. As shown in Table III, we compare our proposed
sBNN models with various gesture classification methods on
the RGBDASL dataset. Traditional machine learning algo-
rithms such as random forest [8] and support vector machine
(SVM) [30] are not effective at gesture recognition. Although
the CNN models [7], [31], [32], [33] can obtain extremely high
recognition accuracy, they require a large number of parame-
ters and calculations. CNN’s calculations and parameters are
measured after int-8 weight/activation quantization. Compared
with state-of-the-arts, our sBNN sacrifices accuracy (about
4%) to reduce more than 10x calculations and parameters,
which reduces storage and calculation cycles and optimizes the
energy efficiency of our gesture accelerator. Our sBNN only
requires 14.83 KB parameters and 20.25 MOP calculations for
the RGBDASL dataset.

IV. VALUE PREDICTION AND CHANNEL-LEVEL SAM
COMPRESSION APPROACHES

In Section III, we present a detailed description of our
proposed sBNN architecture and highlight the significant pres-
ence of SAV in the activation map. We have confirmed many
SAVs in activation maps and high-repetition calculations in
sBNN, which can be further optimized. To improve the energy
efficiency of the sBNN, we focus on two main approaches:
1) accelerating sBNN by utilizing a two-stage value prediction
and 2) exploiting channel-level sparsity to compress and
decompress SAM.
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Fig. 9. Filter-level and group-level skipping modes in online value prediction
method.

A. Energy-Efficient Two-Stage Value Prediction

Value prediction is a technology used in micro-architecture
to increase instruction-level parallelism in out-of-order proces-
sor cores [34]. It is also used in CNN to exploit the spatial
correlation inherent and skip part of the MAC operations
[35]. However, the value prediction technique may cause
recalculations after pipeline flush when a prediction error
occurs or comes at the cost of some accuracy.

To solve the problems, we propose a two-stage value pre-
diction approach to achieve infallible prediction and absolutely
no recalculation, increasing energy efficiency in sBNN. Using
SEG input introduces numerous SAVs in each layer’s input
activation maps, which leads to repeated computations. Our
two-stage value prediction method can skip these repeated
computations. In the first stage, we infallibly predict the output
SAV values for each layer in advance using offline value
prediction. In the second stage, the hardware performs online
calculations to complete the non-repeated part of the com-
putations. In contrast, predicted SAVs, the results of repeated
calculations, are buffered in hardware to omit the calculations.
We obtain infallible results through the two-stage value predic-
tion approach while skipping repeated calculations, achieving
higher energy efficiency without compromising accuracy.

1) Stage 1: Offline Value Prediction: The offline value
prediction can infallibly predict the SAV values of each layer
based on known weights, preparing for calculation skipping
in hardware. When the model is retrained, the SAV of each
layer can be obtained at a negligible cost.

There are two types of SAV that are predicted in advance
by the offline value prediction. The first type is pre-pooling
SAVs which are the BConv results before the avgpooling layer.
The second type is post-pooling SAVs, representing binarized
activation vectors after avgpooling and the BinaryTanh layer.
Figure 6 shows that when a 4 × 4 SAV block is provided
as input under known weights, the offline value prediction
method generates 2 × 2 pre-pooling SAVs for each output
channel. During the subsequent avgpooling operation, these
pre-pooling SAVs are accumulated, and a post-pooling SAV
is obtained after the BN-PReLU and BinaryTanh layers.

2) Stage 2: Online Value Prediction: The online value
prediction can skip repeated calculations based on offline
predicted SAV, avoiding the negative effects of traditional
value prediction techniques (e.g., recalculation process and

Fig. 10. Sparse activation map compression and decompression. (a) The orig-
inal activation maps, (b) compressed data after compression, and (c) decom-
pression operations.

recognition accuracy degradation). In traditional convolution
processes, the convolution kernel slides over the input activa-
tion maps, requiring continuous access to the repeated SAV,
which leads to repeated calculations. Online value prediction
technology applies offline predicted SAV to encode online
activation maps. By obtaining the distribution of SAV and EAV
in advance during the calculation of the next layer, only the
convolution with EAV is calculated, and the convolution result
corresponding to SAV is provided by the offline predicted
SAV of the next layer. The offline value prediction is divided
into two processes. First, a prior distribution map (PDM) is
generated based on the predicted SAV for representing the
distribution of SAV and EAV in the output activation maps. It
is then determined whether to perform or skip the convolution
calculation based on whether includes 1 value in the 3 × 3
PDM block. When there exit no 1 in the 3×3 PDM block, the
redundant convolution calculation will be skipped. Otherwise,
valid computations continue to be performed.

In Figure 7, a PDM is generated for the entire SAM based
on the comparison with predicted SAV. Each value of the PDM
is 1-bit, where 0 indicates SAV data, and 1 indicates EAV data.
The size of the PDM is [Hin , Win], which is the same as the
input activation maps. Once the PDM is obtained, convolution
calculations are performed by sliding on the PDM, as shown
in Figure 8. Since there is an avgpooling layer in the model,
a 4 × 4 sliding window size and a stride of 2 are used for
convolution calculations. Each sliding window contains four
3×3 PDM blocks, where each 3×3 PDM block represents an
entire convolution calculation. We classify each 3 × 3 PDM
block into two types: the 3 × 3 PDM block with only 0 is
called a sparse PDM block, and the others are called efficient
PDM blocks.

When the four 3 × 3 PDM blocks enter the calculation,
online value prediction will appear in two calculation skipping
modes: filter-level skipping and group-level skipping, as shown
in Figure 9. In the filter-level skipping mode, the four PDM
blocks exit at least one efficient PDM block, and only the
efficient PDM blocks will be calculated. The calculations
for the sparse PDM blocks are skipped, and the results are
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Fig. 11. The overall architecture of our sparse BNN accelerator.

Fig. 12. The architecture of network on chip.

pre-pooling SAV obtained from offline value prediction. The
results of the four PDM blocks are accumulated to generate a
new EAV. In the group-level skipping mode, four PDM blocks
are sparse PDM blocks, and all calculations are skipped.
Then the result is the post-pooling SAV provided by offline
prediction.

B. Channel-Level SAM Compression and Decompression

To enhance energy efficiency further, we apply the SAM
compression and decompression approach for numerous iden-
tical SAVs, storing EAV and encoding information. By the
variant of the compress sparse row format [36], we replace
the column coordinates with the PDM and save the first EAV
address, as shown in Figure 10 (b). Upon entering the next
BConv layer, the compressed SAM is decompressed to provide
input data for convolution calculations.

The compression ratio (CR) is the result of dividing uncom-
pressed data by compressed data. For each layer, the size

of output activation maps is [Hout , Wout , Cout ]. The size
of the first EAV address is M×Hout bits. M equals to
ceiling(log2Wout ), and the ceiling function gives the smallest
nearest integer that is greater than or equal to the specified
value. The size of PDM is Hout×Wout bits. EAV values are
N×Cout bits, where N is the number of EAV values. Therefore,
the compressed data (CD) is

C D = M × Hout + Hout × Wout + N × Cout . (3)

The CR is calculated as

C R =
Uncomressed Data

Comressed Data
,

=
Hout × Wout × Cout

C D
. (4)

Figure 10 (c) shows the decompression operations. The
efficient PDM block selected by value prediction represents a
non-repeated convolution calculation. The data decompression
operations involve reading the EAV data based on the efficient
PDM block and the first EAV address, then recombining the
input data with the predicted SAV.

V. HARDWARE IMPLEMENTATION

A. Overall Architecture

In the previous sections, we introduce the proposed SEG
recognition algorithm, two-stage value prediction approach,
and channel-level SAM compression method. Next, we intro-
duce the hardware implementation of the SBA. The overall
architecture of our SBA consists of a 15.83KB Weight
Buffer, an Activation Buffer, a Calculation Unit, and an
Energy-Efficient Value Prediction and SAM Compression
Unit (VPASCU), as shown in Figure 11. In addition, our
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Fig. 13. Kernel-wise mapping process.

SEG images are transmitted to the FPGA through the
high-definition multimedia interface (HDMI). The weight
data is loaded into the Weight Buffer, and the gesture
classification is sent out through a universal asynchronous
receiver/transmitter (UART).

B. Calculation Unit

The Calculation Unit is responsible for all calculation oper-
ations in sBNN, such as convolution, avgpooling, activation,
comparison, and PReLU-BN (after BFC layer) calculations. It
comprises a flexible Network-on-Chip (NoC), 32 Calculation
Cores, a Hierarchical Adder Tree, and a Subsequent Processing
Unit (SPU). Each Calculation Core contains 16 Processing
Element (PE) Tiles which can perform 3×3 XNOR-Popcount
operations. The Calculation Cores and Hierarchical Adder
Tree only perform convolution calculations, while the SPU
handles the other operations. The Calculation Unit can perform
up to 4608 (32×16×3×3) XNOR-Popcount operations at each
cycle. The Predicted Buffer in the SPU stores the predicted
SAV (both pre-pooling SAV and post-pooling SAV) obtained
from offline value prediction. Each element in the output pre-
pooling SAV of BConv1, BConv2, and BConv3 layers is 4-bit,
8-bit, and 9-bit respectively. The output post-pooling SAV of
BConv1, BConv2, and BConv3 layers is 16-bit, 32-bit, and
64-bit respectively. The pre-pooling SAV will participate in
the accumulation process of the pooling layer, and the post-
pooling SAV is transmitted to VPASCU for SAV compression
and decompression.

Fig. 14. The Sparse activation map compression unit.

The computing characteristics (e.g., input channel, output
channel, and spatial size of activation maps) of each layer in
sBNN are different, which may lead to the underutilization
of hardware resources. We propose flexible NoC and Hierar-
chical Adder Tree to efficiently implement the deployment
of sBNN based on the kernel-wise mapping. The NoC is
crucial in transmitting activation and weight data between
Calculation Cores and their respective PE Tiles. The NoC
supports unicast-multicast transmission in vertical and hori-
zontal directions for each PE Tile, as shown in Figure 12.
The four transmission modes available are Y-multicast (❶),
Y-unicast (❷), X-multicast (❸), and X-unicast (❹). Based on
unicast-multicast transmission ability, weight and input data
can be efficiently transmitted to each PE Tile, increasing PE
utilization and accelerating calculations.

The Hierarchical Adder Tree efficiently accumulates results
from the PE Tiles and reuses computing resources. As shown
in Figure 11, for the BConv1 layer, the output of each PE Tile
is the BConv1 result, and the Hierarchical Adder Tree is not
used. For the remaining layers, the final result is obtained by
summing up the results of all input channels. Moreover, the
input channels continue to increase as the number of layers
increases, and the BConv result of the current layer may be
a partial sum of the next layer. Especially in the BFC layer,
the sum of results from PE Tiles used yields one BFC result.
The Hierarchical Adder Tree adds up the results from most
PE Tiles for the BFC layer.

Figure 13 illustrates the efficient kernel-wise mapping
process for the sBNN model, achieving 100% and 88.9%
PE utilization rates for the BConv and the BFC layers,
respectively. The BConv1 layer requires 9 (1 × 3×3) XNOR-
Popcount operations to produce a convolution result in each
channel. The Calculation Cores within the same column
perform computations for identical output channels, which
allows 32 Calculation Cores to calculate 16 output channels
simultaneously. In addition, each Calculation Core contains
16 PE Tiles, which can simultaneously handle 16 convolution
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TABLE IV
DETAILED RESOURCE AND POWER

calculations and generate 16 convolution results. The BConv2
layer requires 144 (16 × 3×3) XNOR-Popcount operations
to produce a convolution result in each channel. 32 Calcula-
tion Cores simultaneously calculate 32 output channels and
generate 32 convolution results. The BConv3 layer requires
288 (32 × 3×3) XNOR-Popcount operations to produce a
convolution result in each channel. The Calculation Cores
within the same column perform computations for identical
output channels, which allows 32 Calculation Cores to calcu-
late 16 output channels and generate 16 convolution results
simultaneously. In the BConv3 layer, 64 output channels need
four loops to complete the calculation. The BFC layer requires
4096 XNOR-Popcount operations to produce a BFC result.
To achieve efficient calculations, we distribute the calculation
of 4096 to 29 (4096/(16 × 3×3)) Calculation Cores.

C. Energy-Efficient VPASCU

The Energy-Efficient VPASCU is designed to enhance the
energy efficiency of SBA through data storage reduction by
SAM compression and decompression and repeated calcu-
lation skipping by leveraging the two-stage value prediction
approach. It consists of an SAM Compression Unit, a Com-
pressed Data Buffer, and a Prediction and Decompression
Unit comprising the Value Prediction Unit, EAV Address
Unit, and Activation Recovery Unit. The EAV Address Unit
and Activation Recovery Unit make up the Decompressed
Unit. Activation vectors generated by the SPU undergo further
processing by the SAM Compression Unit.

The SAM Compression Unit plays a vital role in achieving
energy efficiency in SBA by compressing the SAM with
minimal resource consumption, thereby reducing the amount
of stored data and power consumption of data reading and
writing. It includes a SAV Filter, an EAV Counter, and a
PDM Generator, as shown in Figure 14. Upon receiving an
activation vector and its valid signal from the SPU, the SAV
Filter discards the SAV value and saves the EAV value by
comparing the activation vector with the predicted SAV. Then
the EAV count is incremented by 1, and the corresponding
PDM position is marked with a value of 1 by the PDM
Generator. When receiving the last activation vector of a
row, the SAM Compression Unit saves the EAV Counter and
PDM values to the Compressed Data Buffer, where the EAV
Counter is the next row’s first address. Finally, the output
EAV, the PDM, and the first EAV address are stored into EAV
Regbanks, PDM Regbanks, and First EAV Address Regbanks
respectively.

Fig. 15. Two tables for filter-level and group-level skipping are generated
for value prediction.

When entering the next layer, the Value Prediction Unit
efficiently accelerates convolution calculations and reduces
computing power consumption by separating repeated calcu-
lations from non-repeated calculations and only performing
the latter. The Value Prediction Unit performs a two-step
operation: the first step generates two prediction tables for
filter-level and group-level skipping. In contrast, the second
step is online prediction flow which selects non-repeated
calculations and skips repeated calculations based on these
tables.

Figure 15 illustrates generating two prediction tables for
group-level and filter-level skipping. Each Calculation Bit-map
Generator first divides the 4 × 4 PDM block into four 3 × 3
PDM blocks. Then it performs Reduction OR operations on
each 3 × 3 PDM block to form a filter-level skipping value.
Finally, it performs Reduction OR functions on four filter-level
skipping values to create the group-level skipping value. Two
prediction tables are generated when computing all 4 × 4
PDM blocks in one row. Filter-level and group-level skipping
prediction tables correspond to the calculations of the 3 × 3
PDM block and 4 × 4 PDM block, respectively.

The online prediction flow with two prediction tables is
shown in Figure 16. If the value in the prediction table of
group-level skipping is 0, all subsequent calculations can
be skipped, and the results are predicted SAV. Otherwise,
we reorganize the 3 × 3 PDM blocks based on the value in
the filter-level skipping prediction table. The effective PDM
blocks are sent to the Decompression Unit in order, and the
decompressed data is sent to the Calculation Unit to generate
the BConv results. Finally, the predicted pre-pooling SAV is
added to the avgpooling results in the last cycle. The two
prediction tables for five 4 × 4 PDM blocks, which have
different skipping cases, are illustrated in Figure 17. The total
calculation time for the five 4 × 4 PDM blocks is ten cycles,
with ten calculation cycles saved.

The Decompression Unit is responsible for recovering the
compressed data. When it receives an effective PDM block,
the Address Generator Unit generates the addresses pointing
to EAV and predicted SAV values based on the pointer and
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Fig. 16. Online prediction flow.

TABLE V
COMPRESSION RATE AND SPEEDUP WITH ENERGY-EFFICIENT APPROACHES

Fig. 17. The timeline of different calculations skipping cases.

Fig. 18. Decompression unit.

the first EAV address, as shown in Figure 18. The pointer
indicates the leftmost position of the 3 × 3 PDM block. If the
value in the block is 0, the predicted SAV is read. Otherwise,

Fig. 19. The sparse BNN accelerator recognition demo with the Genesys2
board.

the EAV is read. In this way, the Activation Recovery Unit
generates a 3 × 3×Cin activation input. Finally, the activation
input is sent to the Activation Buffer.

The bandwidths of EAV and SAV are different because SAV
is just a special activation vector with a high repetition rate,
and EAV is a collection of all other activation vectors. The
EAV and SAV in BConv1, BConv2, and BConv3 layers are
16-bit, 32-bit, and 64-bit respectively. Redundant calculations
can be skipped according to the PDM, and the remaining
calculations need to be returned to the original 3×3 activation
input. At this time, the corresponding EAV and SAV will be
read to reassemble the original input activation block. Because
the EAV is stored in register banks, an array of registers, it is
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TABLE VI
COMPARISON WITH OTHER WORKS ON FPGA

supported to read and write 9 EAV at the same time. Therefore,
increasing the data bit-width of the on-chip memory improves
the data bandwidth and avoids spending too much time on
data acquisition.

D. Evaluation
Table IV shows our SBA’s resource utilization and power

on the Genesys2 board for the RGBDASL dataset, with a
clock frequency of 50 MHz. The entire SBA requires 15.83KB
of memory to store all weight parameters. The PReLU-BN
layer after the BFC layer can be considered multiple MAC
operations, with the number of MACs equivalent to the number
of gesture classifications. The power consumption of the SBA
is 0.807W. The SBA recognition demo on the FPGA board is
illustrated in Figure 19. We load different weight parameters
to recognize the SEGs from gesture datasets. The SEGs are
streamed real-time from the PC to the Genesys2 board through
the HDMI. The classifications from the SBA are sent back to
the PC through UART.

We have presented the percentage of SAV in each
layer’s SAM and described our energy-efficient optimization
approaches. To demonstrate the effectiveness of our data
compression and value prediction approaches, we provide
the amount of data after compression and the computa-
tion cycles required for each layer. Table V shows the
compression ratio achieved after compressing SAM and the
speedup achieved with two-stage value prediction. We also
develop a real-time dense BNN accelerator (DBA) without
energy-efficient approaches for comparison. The total amount
of uncompressed data in all ofmaps is 3.5KB. We select LGE
and SME images from each dataset to obtain the best and
worst compression ratios.

According to the data amount in Table V, the compression
effect of the SBA decreases as we move from one layer to the
next, with BConv1 exhibiting the most effective compression
and BConv3 showing the worst. Compared to the DBA, the
SBA achieves a CR of 1.72x - 3.45x. The calculation cycles
and acceleration effect are shown on the right of Table V. The
BConv1 calculation with a 100% PE utilization rate does not
involve value prediction, and the BFC layer does not contain
SAV. So there is no acceleration in the BConv1 and BFC
layers. The BConv1 layer takes 141 cycles for each dataset.
The cycles throughout the BFC layer are proportional to the
number of classes, and each class requires seven cycles. In

contrast, the BConv2 and BConv3 layers show significant
acceleration effects due to the value prediction approach. For
the BConv3 layer, the acceleration effect is less optimized
since the value prediction approach increases cycles when
the input activation maps exist a small number of SAV. We
calculate the total computation cycles and obtain the speedup,
revealing that our SBA achieves a 1.03x - 1.83x acceleration
effect compared to the DBA. In addition, the pre-processing
part only consumes 1994 µs running on the PC, which is
lower than other works [7], [37], [38], [39] and can be reduced
by hardware realization. The overall processing time is about
2020.3 - 2040.8µs.

In Table VI, the SBA outperforms the DBA in latency,
power consumption, and energy efficiency thanks to the
two-stage value prediction and activation maps compression
and decompression approaches. Specifically, our SBA achieves
a latency of 26.3 - 46.8 µs and a power consumption
of 0.807 W, improving energy efficiency to 536.22 - 952.70
GOPS/W. Unlike end-to-end accelerators, our SBA prepro-
cesses raw images on the PC before recognizing them on
the hardware. Compared with end-to-end accelerators, non-
end-to-end gesture recognition accelerators have a significant
improvement in energy efficiency. By removing the back-
ground or noise from the image, pre-processing reduces
calculations and parameters. During recognition, power con-
sumption and delay are reduced, improving energy efficiency.
Different CNN networks are mapped into FPGA for RGB-
DASL dataset in these works [7], [37], [38], [39], we compare
the performance in terms of power, latency, and energy
efficiency. As shown in Table VI, our SBA has the lowest
latency and highest energy efficiency in the non-end-to-end
accelerators.

VI. CONCLUSION

In this paper, we present a sparse BNN accelerator with
value prediction for real-time edge gesture recognition on an
FPGA board. We apply energy-efficient approaches for SBA,
including two-stage value prediction and channel-level spar-
sity activation compression and decompression. The energy-
efficient two-stage value prediction approach can skip repeated
calculations to speed up sBNN computation and reduce power
consumption. Furthermore, the channel-level sparse activa-
tion compression and decompression method can reduce the
required data storage. Evaluations show that the sparse BNN
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accelerator can achieve state-of-the-art performance in latency
and energy efficiency.
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